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CASE STUDY 1: SENTIMENT ANALYSIS

Product catalog, Customer Master Data, ...

~~~~~~

* Personal ‘ ‘
Attributes * Relationships

- . Life ‘ * Products

3600 Profile Interests

Events

Social Media

Complexity
Sarcasm, wishful thinking, ...
Breadth

Buzz, intent, sentiment, life
events, personal atts, ...

500M+ tweets a day,

100M+ consumers, ...

Customer 360°




CASE STUDY 2: MACHINE ANALYSIS

Web ; q
Servers ;

* Web site with multi-tier
architecture

* Every component produces its
own system logs

* Anerror shows up in the log for
Database #2

 What sequence of events led
to this error?

Application § |
Servers #

Transaction g
Processing “SEsiiSs
Monitors §

12:34:56 SQL ERROR 43251:
Table CUST.ORIMRWZ 1s not

A
A
Q&EV/ ] 4

Operations Analysis



CASE STUDY 2: MACHINE ANALYSIS

Parsed
Log
Records

Linkage
Information

Raw Logs

Integrate

« Every customer has unique Fnd-to-End
components with unique log record Application
formats Sessions B

* Need to quickly customize all
stages of analysis for these custom
log data sources

Cause Effect Delay Correlation

Graphical Models Correlat|on Analysis (44 °

(Anomaly detection) Operations Analysis
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TEXT ANALYTICS VS INFORMATION EXTRACTION

;.g

... NNS JJ IN NNP IN NNP ...

POS Tagging
;@ I am going to go see Gozilla in 3 Applications
months Clustering
Text > = . y
Normalization Classification
Regression

ﬂ,‘ Capt, J Chucka 0 R Pollow

Oh wow. Holy shit. Welp. Ima go see
Godzilla in 3 months. IR yes



ENTERPRISE REQUIREMENTS

* Expressivity

- Need to express complex NLP algorithms for a variety of tasks and data
sources

» Scalability

- Large data volumes, often orders of magnitude larger than classical NLP
corpora

* Social Media: Twitter alone has 500M+ messages / day; 1TB+ per day

* Financial Data: SEC alone has 20M+ filings, several TBs of data, with documents range from few
KBs to few MBs

* Machine Data: One application server under moderate load at medium logging level = 1GB of
logs per day

* [ransparency

- Every customer's data and problems are unigque in some way
- Need to easily comprehend, debug and enhance extractors 8



EXPRESSIVITY EXAMPLE: DIFFERENT KINDS OF PARSES

Natural Language

We are raising our tablet forecast.

Dependency
Tree
subj , pred
@ Da

su b ]~ ra/S/ng

forecast

our tablet

Machine Log

Oct 1 04:12:24 9.1.1.3 41865:
%PLATFORM_ENV-1-DUAL_PWR: Faulty
internal power supply B detected

Time | Oct 1 04:12:24

Host| 9.1.1.3

Process | 41865

J%PLATFORM_ENV-1-

Category | hiar pur

Faulty internal power

Message supply B detected




EXPRESSIVITY EXAMPLE: FACT EXTRACTION (T ABLES)

HOARD
Hme s Marth zea 1 Miarsh 2313 7 Marth a3
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Identify note breaking down
Operating expenses line item,
and extract opex components

Direct operating expenses

- electricity
- Manpower
- depreciation

- plant rental

- property tax

- maintenance and others
Indirect operating expenses

- service departments’ costs

mnal

Identify line item for Operating
expenses from Income statement
(financial table in pdf document)

GROU
Note 31 March 2o 1 March 2013
5%'000 —
177,901 185,272
264,431 254,436
10,071 24,801
15,014 14,365
4.1 243.002 266,880
4.2 129,210 126,480
43 1,037,056 998.773

Singapore 2012 Annual Report
(136 pages PDF)

BOARD

31 March 2012 31 March 2011

S%'o0o

147,427
177852
264,431

10,071
15,014
286,642

130,210
1,030,647

58'000

126,539
185,128
253753
24,801
14,365
262,436

126,480
993,592



EXPRESSIVITY EXAMPLE: SENTIMENT ANALYSIS

________________________________________________________________________________________________________________________

@ Intel's 2013 capex is elevated at 23% of sales, above average of 16%

IBM announced 4Q2012 earnings of $5.13 per share, compared with 4Q2011 earnings of $4.62
per share, an increase of 11 percent

$ = @ We continue to rate shares of MSFT neutral.
@ FHLMC reported $4.4bn net loss and requested $6bn in capital from Treasury.
Analyst Research Sell EUR/CHF at market for a decline to 1.31000...

: Reports @ @

e —— -

. Customer Surveys

___________________________________________________________________________________________________________________________

‘. Social Media @ We should do something cool like go to Z (kidding).

Not a pleasant client experience. Please fix ASAP.

@ 'm still hearing from clients that Company A's website is better.

@ X... fixing something that wasn't broken

_______________________________________________________________________________________________________________________

ﬁ @ Makin chicken fries at home bc everyone sucks!

Bank X got me ****ed up today!
. &

. @ Mcdonalds mcnuggets are fake as shit but they so delicious.

You are never too old for Disney movies.

N
~



TRANSPARENCY EXAMPLE: NEED TO INCORPORATE IN-SITU DATA

pom‘ea’ $4.4bn net loss and requested $6bn in capital from Treasury.

Entity of interest

Good or bad?

Intel's 201 ~‘ t 237% of sales, above average of 16 7%

I'm still hearing from clients thatMerrill's website)s better.
customer or
I need to go back toWalmart, Toys R Us has the same competitor?

toy $10 cheaper!

12
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SYSTEMT: IBM RESEARCH PROJECT STARTED IN 2006

SystemT Architecture

AQL Language ‘Iﬁ Specify extractor

l semantics declaratively

Optimizer

\ Choose efficient
l‘ W execution plan that

implements semantics
Operator dob
Runtime

Example AQL Extractor

<PhoneNum> .

< Person>
: 0-30chars :

Contains “phone” or “at”

N Y,

Within a single sentence

create view PersonPhone as
select P.name as person, N.number as phone
from Person P, PhoneNumber N, Sentence S
where

Follows(P.name, N.number, 0, 30)

and Contains(S.sentence, P.name)

and Contains(S.sentence, N.number)

and ContainsRegex(/\b(phone|at)\b/,

SpanBetween(P.name, N.number));

Fundamental Results & Theorems

« Expressivity: The class of extraction tasks expressible in AQL is a strict superset of that
expressible through cascaded regular automata.

*  Performance: For any acyclic token-based finite state transducer T, there exists an
operator graph G such that evaluating T and G has the same computational complexity.

14




EXPRESSIVITY: RICH SET OF OPERATORS

[Core Operators

15



ExPRESSIVITY: AQL vs. Custom JAvA CODE

create dictionary AbbrevDict from file
'abbreviation.dict’;

create view SentenceBoundary as
select R.match as boundary
from ( extract regex
on D.text as match from Document D ) R
where
Not (ContainsDict ('AbbrevDict',
CombineSpans (LeftContextTok (R.match, 1),R.match)));

Equivalent AQL Implementation

Java Implementation of Sentence Boundary Detection



SCALABILITY: CLASS OF OPTIMIZATIONS IN SYSTEM T

* Rewrite-based: rewrite
algebraic operator graph

- Shared Dictionary Matching

- Shared Regular Expression
Evaluation SOM

. . Dictionary
- On-demand tokenization Operator

« (Cost-based: relies on novel
selectivity estimation for text-
specific operators

- Standard transformations

(followed within O tokens

. E,g.., push down selectpns et Caps
- Restricted Span Evaluation
» Evaluate expensive operators First s Extract foxt o tho g (7Y Caps starting
on restricted regions of the e Within O tokens
document

Plan C

Identify First ending

within O tokens € Extract text to the left €«==Caps




PERFORMANCE COMPARISON (WITH ANNIE)

Task: Named Entity
Dataset : Different document collections from the Enron corpus obtained
by randomly sampling T000 documents for each size

700
§ 600 "
8500 = — . M=o .- ¥
5400 f'. .- ANNIE
2300 —@&— Open Source E 10~50x faster ‘
L
(@]
g 200 - #l- SystemT
= 100 -
0 - \ F T 4 T T ,
0 20 40 60 80 100

Average document size (KB)

[Chiticariu et al., ACL'10] 18



PERFORMANCE COMPARISON ON LARGER DOCUMENTS

Datasets : Web crawl and filings from the Securities and Exchanges Commission (SEC)

Dataset Document Size lelrggu/gs Zf)ut Averag&]l\g)emory
Range Average | ANNIE | SystemT ANNIE | SystemT
Web Crawl | 68B—388KB | 8.8KB ‘I 42.8 408.8" ;;;E ;;:I
o Theorem: For any acyclic token-based FST T,
SE(; there exists an operator graph G such that evaluating
SlEC I and G has the same computational complexity

Throughput benefits carryover fo
Much lower

wide-variety of document sizes Y v



AQL: GOING BEYOND FEATURE EXTRACTION

Extraction Task: Named-entity extraction

Systems compared: SystemT (customized) vs. [Florian et al.” 03] [Minkov et al.” 05]

Dataset Entity Type System Precision Recall F-measure

. SystemT 93.11 91.61 92.35

Florian 90.59 91.73 9115
CoNLL 2003 o SystemT 92.25 85.31 88.65
Florian 85.93 83.44 84.67
SystemT 96.32 92.39 94.32

Person :

Florian 92.49 95.24 93.85
Enron . SystemT 87.27 81.82 84.46
Minkov 81.1 /4.9 /7.9

Transparency without machine learning
outperforms machine learning without
transparency.

20

[Chiticariu et al., EMNLP’ 10]
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MULTILINGUAL SUPPORT

Tokenization

Part of Speech and Lemmatization

Semantic Role Labeling

Annotator Libraries

26+ languages
All other languages supported via
whitespace/punctuation tokenizer

18+ languages, including English and Western
languages, Arabic, Russian, CJK

6+ major languages
Ongoing work on Multilingual SRL [Akbik et al,
ACL'15]

Out-of-the-box customizable libraries for
multiple applications and data sources in
multiple languages

L
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MACHINE LEARNING IN SYSTEM T

« AQL provides a foundation of transparency

* Next step: Add machine learning without losing transparency

* Major machine learning efforts:
- Embeddable Models in AQL
- Learning using AQL as target language

24



MACHINE LEARNING IN SYSTEM T

« AQL provides a foundation of transparency

* Next step: Add machine learning without losing transparency

* Major machine learning efforts:

- Embeddable Models in AQL

* Model Training and Scoring > integration with SystemML
« Deep Parsing & Semantic Role Labeling [Akbik et al.,, ACL"15]
« Text Normalization [Zhang et al. ACL"13, Li & Baldwin, NAACL '15]

- Learning using AQL as target language

25



SIMPLIFY TRAINING AND APPLYING STATISTICAL PARSERS

Training the Parser: Efficient and Powerful Feature Extraction

Identify the AQL English | FirstWord: |, We,
first word of = - - T}’!IS.,
a sentence i create view FirstWord as Digits: 360, 2014
. select... §
. from ... ;5’ Capitalized: We,
\ where ...; § IBM, ... Label
SystemT Runtime German| FirstWord: Ich,
i . L (ost-based Wir,Dies, ...
. create view Digits as  (ptimization Digits: 360, 2014 A
. extract regex... SystemT T
Input | & grom ... Operators | UPFS Capitalized: Wir, Statistical Statistical
d i - atistica
ocs V| where ... ; IBM, ... Learning
Alaorith Parser
Identify all s gorithm :
digits Extracted features :
Applying the Parser: Easy Incorporation of Parsing Results for Complex Extractors g
Embed AQL v i
statistical "create function Parse(span Span) E
parser as UDF \:\return String ... E
"external name ... |
Lo te view p a :
create view Parse as 1
R'Ul"l rselect Parse(S.text) as parse,... é H
statistical \\ i from sentence S; ) v
parser T ‘5 . SentimentMention
LZ:;:C: ,YTew chions as b oist-b Sy5temT Runtime polarity mention target clue patternType
. LOSt-Dase — —
Irf':‘.’m PRIFEER [Pg ptimizatio?l\ positive |We like IBM from a long timer[ IBM like SpeakerDoesPos
| -- Example: We are happy SystemT UDF 7 statistical tive
| create ‘f’ie"‘,5‘?”")ime”t—SPea‘fe'"ISP°Siti"e as ,ﬁ. Operators =  Parser negative [Microsoft earnings expected [Microsoft| expected to [TargetDoesNegat]
:_select rPOSIt?V‘? )as polarity, ... § fo drap* *** drop ive
isPositive’ as patternType,...
.from Actions A, Roles R
i where MatchesDict( ‘PositiveVerb.dict’, A.verb) -
: i and MatchesDict( ‘Speakers.dict’, R.value) -
Bgﬂd rules Land ...; ﬁ
using parser b oo Annotations

results

Identify
sentiment
based on
parse tree

patterns

~

Parsing + extraction




SYSTEMML IN A NUTSHELL

Provides a language for data scientists to implement machine learning algorithms
— Declarative, high-level language with R-like syntax (also Python)
— Also comes with approx. 20 algorithms pre-implemented

Compiles execution plans ranging from single node (scale up multi threaded) to
scale out (MapReduce, Spark)

— Cost-based optimizer to generate execution plans, parallelize
e Based on data and system characteristics

— Operators for in-memory single node and cluster execution

Runs in embeddable, standalone, and cluster mode

Supports various APls

Apache SystemML Incubator project: http://systemml.apache.org

Ongoing research effort at IBM Research - Almaden



MACHINE LEARNING IN SYSTEM T

* Major machine learning efforts:
- Embeddable Models in AQL
- Learning using AQL as target language

* Low-level features: regular expressions [Li et al., EMNLP'O8],
dictionaries [Li et al., CIKM1, Roy et al., SIGMOD"13]

* Rule refinement [Liu et al,, VLDB"10]
* Rule induction [Nagesh et al., EMNLP"12]
* Ongoing research

28
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TOOLING RESEARCH FOR PRODUCTIVITY

Development

[ACL'N,12,13,CHIT3]

Maintenance

*Extraction plan [CHI"13]
Wﬁnalysis

\_/ * Regex learning [EMNLP'08]

* Rule induction & refinement [EMNLP12,VLDB10]
* Dictionary refinement [SIGMOD"13]

4 *Visual Programming [VLDB'15]
Develop

* Concordance Viewer and
Labeling Tool [ACL "13]

* Track provenance [VLDB'10] *NE Interface [EMNLP10]

Deploy
& &P
I

* Visual Programming: [VLDB"15]

* Contextual clue discovery[CIKM'11]




Eclipse Tools Overview

AQL Editor: syntax highlighting, auto-complete,
hyperlink navigation

Result Viewer: visualize/compare/evaluate
Explain: show how each result was generated

Workflow Ul: end-to-end development wizard

(

—= Find dictionary matches for all
create view Salutation as

extract dictionary
on D.text as salutation
from Document D:

'SalutationDict’

—— Dictionary of common gresetings
create dictionary GreetingDict as

AQL Editor

= [ Arraia o
- [l Parazns

- [ Phanafiurdar

' | parean (Span over Docurent. )
s |2 rumn {Span cvar Conursant. faxi]

If you have troukle accessing the pictures, cl
cpper left corner of the page, then click on Gallup Update again.
have project gquestions, please call Lorraine Smith (807)205-4493.
send to Morgan Stanley, fax: 205-4483, then call Emma, x33650.

Result Viewer

Regex Generator: generate regular expressions
from examples

Pattern Discovery: identify patterns in the
data

AllRasults

Person

person: 'Emma’

PersonCand
person: 'Maorgan Stanley'

PersonCand
person: 'Stanley’

PersonCand
person; 'Stanley’'

PersanCand
person: 'Emma’

Explain

UnionOpl
person: 'Stanley’'

UnionCpl
person: 'Stanley’

Profiler: identify performance bottlenecks to be
hand tuned

 Pettan Dcavery Sanatces £ % Sansure Cotext|

Pattern Discovery

<phones
=l

Regular Expression:

| Regex Learner

(xIX)?{-)?1d{4,5})

Match

Samples

®-1981

VES' 9834
VES %4926

WES = |%67852

[Chiticariu et al., SIGMOD ‘11, Li et al. ACL"12]



VWeb Tools Overview

Projects | Extractors Research Education History ® B E =|x 0|l v @B ©- Docu & X - | =
3| Typa a siring and preas Enter
+ Genanc Dan_Jurafsky.be

¥ Named Entity Recognition
»  Finance Actions

» Paris of Speech

Dan Jurafsky is Profeasor and Chair of Linguistics and
Prolessor of Computar Selsnce ot k
: Ha i the recipiant of a 2002 MacAnhur Fallowship, is the co-
B MSchine D Ao author with Jim Martin of the widely-used textbaok “Spasch
» Sentiment Analysis - Survays and Language Processing”, and co-created with Chris

E B . _ Manning ona of the first massivaly opan onling courses,
+. Bonimant Austysis- Geneml Stanfore's course in Natural Langusge Procissing. His naw
¥ t@user trade book "Tha Language of Food: A Linguist Reads the
Manu® just came out on September 15, 2014,

ier Sclence in 19‘?21rn-(1' five Liniversity of uu,ﬁcnn - ol
Barv.ela)- WS @ posidoc 16682-1995 at the internanonal

3 Ingtinste, and was on the feoulty of the
until moving to Stanford in

Extractor Properties General  Seffings  Output
Select an exiractor of structuna and lormat your output imo colurmns, Leam mare.

¢ - Education History - dagres - Major = Instingtion - 2003
His research ranges widely across computational inguistics;
Span Sosn Span Span spacisl interests includa natural language undamstanding

¥ machine fransiation, spoken language and conversation, the
relationship betwesn human and machine processing, and
the application of natural language processing Lo the socsal
Filtnes . = and behavioral sciences, He also works on the linguistics of
4 New Filter Manage overiapping maichas Output column: | Educstion Hatory | = |Maethod:  Comtaned Winin = food and the linguistics of Chinesa. Dan was barn in Naw
York and grew up in Caliiomia. Ha lives with his wife Janet in
the Bemal Haights neighborhocd of San Francisce.

Resutts 1

Education Hisiory (5) [Education History 2 {3 Institution (30} Major or Research Areas (21) Union 1 (g) dagrea (13)

Document Education History (Span) degree (Span) Major {Span) Institution (Span)
Chuck Filmore b PhD. in 1961 nom the PhD. Univars Michigan I
Unmarsity of Michigan
PhD. in G rSconce PhD. Computer Science Univars
oGt
Canvas: Visual construction of extractors,
Concept catalog: share concepts Customization of existing extractors
Project: share extractor development Result Viewer: visualize/compare/evaluate

[Li et al., VLDB 15]
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Systemz INTERNAL & EXTERNAL IMPACT

SIGIR
SIGMOD @

7
WWW C:/ First version of SystemT
=007, runtime + pre-built library
( )
Lotus Notes A-level
EMNLP C:— ‘i.if‘re-built library + runtime | accomplishment for
CIKM 2008 After winning an intense contributions to
|ICDE one-month competition with | | otys Notes
\_ Yahoo! Y,
— . A-level
SIGMOD 200 #§® eDiscovery )
9 Analyzer accompll_shment for
Pre-built library + runtime coptrlbutlons to
eDiscovery
~ eDiscovery
ACL = i cCl(akasMA) | | E@iyzer @ ica
EMNLP 2010 Pre-built library + runtime Chinese enablement + Pre-built library + runtime
SIGMOD coreference
VLDB @ Biglnsights €d Streams i)y ICA
untime + pre-built library Runtime + pre-built library + Turkish enablement
ACL 2011 + tooling tooling
CIKM
ICDE [l CCl (aka SMA) &%  Optim
Chinese enablement Pre-built library + tooling
ACL l 202— @3‘ Biglnsights @ Streams Iml CCl (aka SMA)
EMNLP DA + MDA + tooling & Runtime enhancement Pre-built library
runtime enhancement enhancement
ACL ,
cHl L2013 Biglnsights € streams f=1 SmartCloud + Outstanding
EMNLP runtime enhancement Runtime enhancement Analytics accomplishment
SIGMOD | Pre-built library + tooling » Corporate award
PODS
[ Biginsights |
s iginsignts (,, WDA
ucsc ESLDS 20:14 Tooling for business users Pre-built library + runtime
Graduate-level course + muliti-domain sentiment
IEEE Micro \_AP! J
VLDB
4 N "
U of Oregon CGuardiuGuardium © WDA
Graduate-level course Biglnsights = e : bt T !
. NAACL 2015 iginsig Pre-built library + runtime Pre-built library + runtime
U of Washington ACL Tooling for business users
Graduate-level course EMNLP L + runtime enhancement

2016

4

U of Maryland; 6+ university courses In plan for multiple IBM products



EXAMPLE SYSTEM T COURSES

® University of Washington

- LING 575 - Declarative Information Extraction

* Audience: ~15 graduate students in CLMS program (Professional MS in Computational
Linguistics)
* Prerequisites:
LING 570
LING 572, Java, and Eclipse are a big plus, but not required

®  University of Oregon

- CIS607 - Natural Language Processing and Information Extraction
* Audience: ~15 graduate students in CIS program (Computer and Information Science)

* Prerequisites:
- None. Basic knowledge of Al will be helpful

e  Support from Almaden:
- All lecture materials (adapted by the professors for the classes):
- 1lecture in person / by Telepresence / Skeype + 1 - 2 office hours
- Email supports available throughout the course (mainly needed during the first month)

* Coming soon:
- SystemT MOOC (slides/video/story board done)



OUTCOME

* University of Washington
- 9 grOUp pI’OjeCtSZ 8 based on / related to SystemT

36

Extract of Personally Identifiable Information from Email Correspondence
Extract sentiment from movie reviews with Extracted Named Entities
Apply IE for analyzing learner corpora

Extract opinion from customer reviews

OrionsBelt: Integrating Sentiment Analysis augmented with Fuzzy Matching
into SystemT

Extract poetic similes from the body of a poem and then related back to the
poem title and author + Extract the poet's lifespan and gender
Game of Thrones: Character Relation Extraction

- Extract family relation + post-processing (de-duplicate + anaphora resolution)

DIFFRENT: Differentiating Fiction From REality iN systemT
- Extract (actor, character) pairs from Wikipedia

- Extract grammatical constructions that indicate which candidate entities participate
in the relations of interest.



OUTCOME - CONT.

* University of Oregon

- / student projects + paper presentation by other students
« Extract bios from Wikipedia

« Extract information about the native habitat for the IUCN list of endangered
mammals

- The global location of the native habitat, typically in relation to a country or region

- The terrain that the animal typically lives in, including altitude and the type of vegetation
or specific setting the animal is found in or near

* Extract financial information from financial documents (Company name /
performance / profit/ loss / action / expenses / revenue / sales, etc.)

* Extract financial information from news reports
- Sentiment / Company actions / performance / profit / loss

» Extract restaurant reviews that critiqued the service of the restaurant and the
décor

* Extract company name and # of patents granted for the company
» Extract address and phone # for restaurants at a certain location
37



SUMMARY

A declarative information extraction system with cost-based optimization, high-performance
runtime and novel development tooling based on solid theoretical foundation (PODS13,141. Shipping

with 10+ IBM products, and installed on 400+ client's sites.

Development Environment
Declarative AQL language -

\
N

AQL: a declarative language that can lBMj@es
be used to build extractors — —~~
outperforming the state-of-the-arts InfoSphere InfoSphere UIMA
[ACL10, EMNLP10] % Biginsights Streams

= e e e

s S L B e

k EI\/\NI_P12 SIGMOD2, CHI3, ACL13, \/I_DB15]

SystemT

SystemT

SystemT

Extracted
Objects

1
!

SystemT Runtime
Cost based optimization

Cost-ba
for text-centric operations Documents

: opt|m|za

Input

[ICDE'08, ICDET]

N\
N~

’/Highly embeddable runtime with-
high-throughput and small

memory footprint. [SIGMOD
._Record’09, SIGMOD'09, FPL'13,14] ~/

A suite of novel development tooling

leveraging machine learning and HC|
[EMNLP'O8, VLDB"10, ACL'11, CIKM1, ACL12,




Find Out More about SystemT!

B https //ibm. b|z/Bd FAGQ

Featured research Cognitive computing | Client programs Locations ! Our people i Careers

feedback
SYStemT | Join/Edit Group
Overview Publications Annotated Publications MHNews Get SystemT Educators Demo
We are hiring! Multiple positions available. Email your resume to Laura Chiticariu {first 5 letters of last
name {at} us.ibm.com)
More Information _
Highlights
Documentation
® State-of-the-art AGQL language for expressing MLP algorithms, optimizer and runtime engine for execution at
Research Areas scale, and easy to use user interface (see a demo)
Computer Science = Publications in top NLP, database systems, hardware and HC| conferences
Matural Language Processing _ .
= Currently taught in multiple universities
Data Management
= Winner of multiple IBM Corporate Awards for its contributions to IBM products and clients 39

Awards



Find Out More about SystemT!

https://ibm.biz/BdF4GQ

feedback
SYStemT | Join/Edit Group {WatCh a demO
Overview Publications Annotated Publications MNews Get SystemT Educators Demo
We are hiring! Multiple positions avai il your resume to Laura Chiticariu (fi ers of last
name {at} us.ib T
ry out SystemT 4 :
{ y Y Learn about using
Highlights SyStemT i
| | L unversity courses
® State-of-the-at AGL language for expressing NLP algorithms, DptWW 40

scale, and easy to use user interface (see a demo)



THANK YOU!

* For more information...

- Visit our website:
http://ibm.co/1CdmTM);

- Visit Biglnsights Knowledge Center:
http://ibm.co/1Dloukv

- Learning at your own pace: With the lab materials

- Contact me
* yunyaoli@us.ibm.com

Alan Akbik, Laura Chiticariu, Marina Danilevsky, Howard Ho, Rajasekar Krishnamurthy,
Yunyao Li, Sriram Raghavan, Frederick Reiss, Shivakumar Vaithyanathan, Huaiyu Zhu




